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Abstract

Multimodal retrieval is becoming increasingly vital
as media platforms often feature content combining text
and images. This is especially prevalent in long-form,
information-rich articles. Recognizing the evolving com-
plexity of such content, we introduce a novel benchmark,
MIRACLE: Multimodal Image-text Retrieval and Analysis
for Contextual Long-form Evaluation. MIRACLE distin-
guishes itself significantly from existing datasets by present-
ing unique challenges: 1) It extends the retrieval context
with an average length of 402 words, surpassing the scope
of prior benchmarks. 2) It intricately weaves multiple im-
ages within the textual narrative, demanding sophisticated
interpretative analyses from retrieval systems. Upon eval-
uating state-of-the-art models using MIRACLE, we observe
that the benchmark poses a considerable challenge in terms
of both long context and complex interleaved image-text
structures, indicating a need for more advanced models tai-
lored to its demands. Our findings underscore MIRACLE’s
potential to drive progress in the field by pushing the bound-
aries of current multimodal retrieval systems.

1. Introduction

Information Retrieval (IR) is an crucial task with aim of
sourcing relevant data from vast repositories in response to
user queries. Traditionally focused on textual content [21],
IR has evolved with the advent of Multimodal Information
Retrieval (MIR) [2, 4, 14, 26], which enhances the retrieval
process by incorporating various data types, including text,
images, audio, and video. This advancement in IR illus-
trates the significant role of multimodal content in improv-
ing cognitive comprehension and retrieval accuracy [23]. In
MIR, textual elements providing conceptual explanations

are synergized with visual elements for a richer, more com-
prehensive understanding of the data.

The need for MIR becomes particularly evident in the
analysis of long-context multimodal content. In scenar-
ios such as academic research, legal document analysis, or
multimedia storytelling, where meaning and relevance are
embedded in extended narratives and detailed expositions,
traditional short-context retrieval systems are inadequate.
These systems often miss the nuanced connections present
in longer sequences of text and multimedia. Therefore, un-
derstanding and extracting value from such complex data
necessitates the retrieval of long-context and multiple im-
ages interleaved with text content.

Recognizing the ubiquitous nature of multimodal me-
dia in articles, we identify a gap in current multimodal re-
trieval datasets, which primarily focus on either text-based
or image-based targets, overlooking the intricate challenge
of retrieving targets composed of long text and multiple im-
ages. To bridge this gap, our work introduces a benchmark
named MIRACLE: Multimodal Image-text Retrieval and
Analysis for Contextual Long-form Evaluation. The source
of MIRACLE is from WikiHow 1, where the query is a text
and the target is a long text context interleaved with multiple
images. An example form MIRACLE is given in Figure 1.
MIRACLE challenges existing models, primarily limited by
their ability to encode a single modality or handle extended
encoding lengths. This new benchmark not only serves as
an evaluative tool but also as a catalyst for advancing multi-
modal retrieval technologies, encouraging the development
of models capable of adeptly interpreting the complexities
of multimodal data.

Using the MIRACLE benchmark, we evaluate sev-
eral leading retrieval models, including text-based re-
trieval models such as BM25 [20] and Contriever [6], and

1https://www.wikihow.com/Main-Page
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Figure 1. An example of MIRACLE, the input is a text query denoted by the blue box and the target(s) are long-form articles with multiple
images as shown by yellow boxes. Each article contains multiple images and the position of the images are denoted by <img> identifiers
in the text.

multimodal-based models such as CLIP [18] and BLIP [9].
To address the challenges posed by articles with long tex-
tual contexts and multiple images, we comprehensively an-
alyze three aggregation functions: summation, mean, and
maximum, each serving a unique role in processing multi-
modal content. Additionally, we explore hybrid models that
utilize the strengths of the best text-based and image-based
retrievers. This approach aims to leverage the distinct ad-
vantages of each modality. Our experimental findings are
insightful and highlight several key aspects. 1) When com-
paring the performance of BM25 and CLIP on MIRACLE
against previous benchmarks [2, 10], we observe significant
performance drop on MIRACLE. This discrepancy under-
scores the unique challenges our dataset presents, estab-
lishing MIRACLE as a complementary benchmark in the
field. 2) Our analysis reveals that text-only based retrievers
generally outperform image-only based ones on our dataset.
This indicates that the text content provides more informa-
tion compare to the images. 3) We discover that integrat-
ing text and image scores results in slightly better perfor-
mance than text-only based retrieval system. This outcome
indicates the importance of considering information from
both modalities in multimodal content retrieval, highlight-
ing the synergistic potential of combining textual and visual
data. These findings not only contribute to our understand-

ing of multimodal retrieval dynamics but also guide future
advancements in the field.

2. Related Work
2.1. Multimodal Retrieval Datasets

Multimodal retrieval tasks, defined as those involving a
source or target composed of multiple modalities, are in-
creasingly prevalent. A notable example is WebQA [2], a
multimodal and multihop QA dataset, where queries are
text-based questions and the context is provided through
either images or text. Building upon this, ReMuQ [14]
augments WebQA into a benchmark for multimodal re-
trieval, introducing queries that combine text and images,
each holding mutually exclusive information, and targets
comprised of text-based knowledge capable of answering
such queries. In the domain of image-text modality, ef-
forts to compile a retrieval corpus for the OkVQA dataset
include sourcing text output from Wikipedia [4], Google
search text snippets [12], or knowledge graphs [15]. Fash-
ionIQ [26] represents another approach, where queries con-
sist of a text description alongside an image, with the tar-
get being a similar image that matches the features de-
scribed in the text. Similarly, CIRR [11] adopts this ap-
proach but expands beyond the fashion domain, using text



descriptions to capture user needs. Dialogue-based im-
age search is represented by ChatSearch [1], where mul-
timodal dialogues serve as queries, with corresponding im-
ages as targets. OVEN-Wiki [5] compiles seven datasets
with the goal of predicting a wiki-entity from a multimodal
query, requiring the retrieval system to locate relevant wiki
page information that may include both text and images.
The InfoSeek [3] dataset introduces a QA approach with
a sub-task focused on retrieving wiki-entities, where mul-
timodal queries lead to outputs featuring Wikipedia page
titles and images. EDIS [10] presents a multimodal web-
content retrieval task centered on text queries from the
news domain, aiming to understand entities and events. Fi-
nally, UniIR [25] amalgamates 8 existing datasets to cre-
ate a benchmark for flexible multimodal searches, includ-
ing multimodal-to-multimodal, image-to-multimodal, and
text-to-multimodal searches. Our dataset distinguishes it-
self from these existing benchmarks in several aspects. It
features significantly longer contexts and a higher num-
ber of images. Whereas most previous work focuses on
entity-centric queries, our dataset shifts the emphasis to
“How”questions, addressing a different spectrum of mul-
timodal retrieval challenges.

2.2. Multimodal Retriever

A straightforward approach in multimodal retrieval involves
converting images into corresponding text descriptions for
use with a text retriever [4, 12]. However, this method
may overlook the fine-grained details of the images. Vi-
sion and language (VL) models, such as those proposed
in [7, 9, 19], have significantly enhanced multimodal re-
trieval performance. Although most VL models are not
pre-trained specifically for retrieval tasks, they utilize text,
visual, or cross embeddings to create dense semantic vec-
tors representing images and text, followed by applying a
scoring function for relevance assessment. Dual encoder
architectures like CLIP and BLIP encode text and images
separately. These models undergo pre-training with con-
trastive training objectives, closely mirroring retrieval tasks
where the goal is to maximize the score of a relevant ob-
ject from a set of candidates. Notably, the size of these
candidate sets during training is often much smaller than
the corpus size in retrieval tasks. Despite this, studies
have shown that CLIP performs well in zero-shot cross-
modal retrieval tasks. There are several methods to lever-
age CLIP for multimodal retrieval. One approach involves
combining image and text scores to evaluate multimodal
content [10, 14, 25]. Another strategy fuses the image and
text embeddings, requiring an additional fusion module like
a weighted vector for image and text scores [5], a simple
multi-layer perception [5], or a more sophisticated cross-
attention layer [10, 25]. Notably, Liu et al. [10] achieved
significant improvements by fine-tuning CLIP and BLIP

models with instruction and multitasking, a technique also
effective in the NLP domain as demonstrated in[16, 17, 24].
Yasunaga et al. [27] approached multimodal content re-
trieval using CLIP, averaging the scores of each modality
with L2 normalization. Luo et al. [14] developed a mul-
timodal encoder for queries and a text knowledge encoder
to form a comprehensive multimodal retriever. In our work,
we focus on the zero-shot performance of existing multi-
modal retrievers and their efficacy in long-context multi-
modal retrieval tasks.

3. MIRACLE Benchmark

In MIRACLE benchmark, queries are text-based, while tar-
gets consist of multimodal content, featuring both long tex-
tual contexts and multiple images. This design sets MIR-
ACLE apart from previous benchmarks, which typically do
not combine extensive text with serials of images in their
target content. Next, we will outline the procedure used to
compile the MIRACLE dataset from WikiHow.

Dataset Collection We crawl data through the official
wikiHow website2, scraping text and images in an inter-
leaved manner. We follow a two-step approach of getting
all links, followed by parsing each link. In the first step, we
initiate our crawlers through the official category pages (to-
tal count = 19) and recursively callback subsequent pages
for wide coverage. To achieve comprehensive data collec-
tion, we employ pagination techniques to systematically re-
trieve articles, fetch newly indexed pages, and explore all
sub-categories. This approach ensures a thorough and up-
to-date coverage of all articles within a category. To ensure
data quality, we only collect non-stubbed article links, i.e.
only articles that are verified by an expert.

In the next step, the text and images are downloaded in
the same order as they appeared in the original article. We
assign a unique ID for each unique link and fetch the ar-
ticle title, article description and the corresponding how-to
steps. Each how-to steps consist of their own unique head-
ing, step description and an associated image. Each down-
loaded image is assigned a unique image ID (implemented
as UUID) to avoid duplication of images. For a small num-
ber of articles that have videos instead, we only download
the corresponding image thumbnail.

Data Statistic Table 1 presents the statistics of the MIR-
ACLE dataset, comprising over 1 million images and ap-
proximately 240K multimodal articles. Each article in the
dataset averages roughly 400 words and includes 4 images,
signifying a scale substantially greater than that of other re-
trieval benchmarks.

2https://www.wikihow.com/Main-Page
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Figure 2

Statistic Value
Total number of images 1,135,174
Total number of multimodal article 237,471
Total number of queries 26,221
Average length of text per article 402.5
Average number of images per article 4.2
Average length of queries 7.0

Table 1. Summary of the dataset statistics

4. Multimodal-Knowledge Retrieval Pipeline
We design multiple methods using the existing available re-
trieval models.

4.1. Retrieval Pipeline Using Single Source

Single source refers to only using either text or image as the
targets.

BM25 BM25 [20] is a popular ranking function, designed
to evaluate the relevance of articles to a specific search
query. This method is particularly effective due to its in-
corporation of term frequency (TF) and inverse document
frequency (IDF) while also accounting for document length
normalization. Since, the articles in the dataset are multi-
modal, we disregard the images associated with the articles
and retrieve the top articles based on the text using BM25.

Contriever Contriever [6], a dense retriever which is
shown to be effective for zero-shot retrieval, is trained with
contrastive learning objective in an unsupervised manner.
Positive pairs are sourced from the same document using
independent cropping, and negative pairs are sampled from
different documents. Similar to the BM25, while using
Contriever for retrieval of the articles, we only use the text
from the articles and disregard the image information. We
encode the text of the articles and the queries using the Con-

triever encoder and then calculate the cosine similarity to
rank the relevant articles to any query. In our experiments,
we use two model checkpoints provided by the authors, one
is a pretrained model, and the other is a model that has been
fine-tuned on the MSMARCO dataset.

CLIP Text Encoder (CLIP-T) CLIP [18] has become a
popular choice for zero-shot multimodal retrieval due to its
unique ability to jointly understand and represent both text
and images within a shared embedding space. In our ap-
proach, we utilize the text encoder component of CLIP to
encode both search queries and the textual content asso-
ciated with articles. However, the maximum input token
length of the text encoder in CLIP is 77 tokens, while the
length of the text in the articles is usually longer. Hence,
we segment the articles text into smaller chunks based on
the <img> identifiers present within the articles. Then, we
utilize the CLIP text encoder to obtain the embeddings of
each chunk and store all the chunk embeddings.

During inference, the CLIP text encoder is applied to get
the embedding of the query, and cosine similarity is used
to retrieve the top-100 chunks for each query. Since there
might be multiple retrieved chunks from the same article,
to get the final score for each article, we implement three
pooling mechanisms - Sum, Mean and Maximum - to ag-
gregate the scores of chunks from a distinct article. This
aggregated score is then used to re-rank the articles, thus
enabling a refined and more accurate retrieval process based
on the pooled scoring mechanism.

An alternative implementation to this pooling based re-
ranking involves averaging all the chunk embeddings from
a distinct article to compute the article embedding. Re-
trieval is then executed based on the cosine similarity be-
tween these article embeddings and the query embedding.
This method presents a streamlined approach, focusing on
the overall representation of an article rather than individual
text chunks, potentially offering a more holistic assessment
of article relevance in relation to the query.

CLIP Image Encoder (CLIP-I) The methodologies dis-
cussed thus far only consider the textual information, leav-
ing the visual components of the articles unused. In contrast
to the previous approaches, in this method we exclusively
consider the image content of the articles, aiming to evalu-
ate whether images contain more relevant information that
could potentially lead to enhanced retrieval performance.
The procedure is almost identical to the previous method
except that we compute the image embeddings of all images
associated with the articles using the CLIP image encoder
and store them instead of the chunk embeddings. During
the inference, we retrieve the top-100 images correspond-
ing to the given query based on the cosine similarity. Since
there might be multiple retrieved images from the same ar-



ticle, we employ the aforementioned pooling mechanisms
to calculate the aggregated article score. This aggregated
score is then used to re-rank the articles. We also imple-
ment the alternative retrieval method, where we compute
the article embedding based on the average of all the image
embeddings corresponding to that article. Then we rank the
articles based on the cosine similarity between these article
embeddings and the query embedding.

BLIP Text Encoder (BLIP-T) Utilizing the advance-
ments in multimodal learning, the BLIP model presents a
significant leap in processing and understanding the inter-
play between text and visual content. BLIP has achieved
state-of-the-art results on a wide range of vision-language
tasks, such as image-text retrieval, image captioning, and
visual question answering (VQA). In our methodology, we
harness the text encoding capabilities of the BLIP model
to efficiently encode search queries along with the textual
content associated with the articles. We use a similar seg-
mentation strategy as used for CLIP to break down the arti-
cle text into chunks. For each segmented chunk, the BLIP
text encoder is employed to generate embeddings, which
are then stored for subsequent retrieval processes. During
the retrieval phase, we aggregate of all chunk embeddings
from an article to create a singular article embedding. Then
we rank the articles based on the cosine similarity between
query embedding and article embedding.

BLIP Image Encoder (BLIP-I) In this approach, we en-
code the images associated with the articles using image
encoder of BLIP. During inference, we aggregate all the
image embeddings associated with an article to calculate
an article embedding. This consolidated embedding is then
used to rank articles, offering a streamlined method that em-
phasizes the aggregate visual relevance of an article to the
search query.

4.2. Retrieval Pipeline Using Multiple Sources

Multiple sources refer to using both image and textual con-
tent associated with the articles.

CLIP Image Encoder & Text Encoder (CLIP-I + CLIP-
T) In this method, We leverage the multimodal processing
capabilities of the CLIP and retrieve the top articles based
on two strategies.

1. Score Aggregation: The textual query is encoded us-
ing the CLIP text encoder. Textual content of each article is
segmented into multiple chunks, as previously outlined, and
each chunk is encoded with the CLIP text encoder. These
chunk embeddings are stored for further processing. Simi-
larly, images associated with the articles are encoded using
the CLIP image encoder, and their embeddings are stored.

The next step involves retrieving the top-100 chunks and
top-100 images based on the cosine similarity between the
chunk/image embeddings and the query embedding. For
each article, scores from multiple sources (either segments
or images among the top-100) are combined using the three
pooling mechanisms. These pooled scores are then used to
compute an overall score for each article, leading to a re-
ranking based on these aggregated scores.

2. Embedding Aggregation: Another way to utilize the
multimodal information associated with the articles is to ag-
gregate the chunk and the image embeddings corrsponding
to an article to calculate the article embedding. We explore
three techniques for this aggregation:
• All the chunk and image embeddings are considered in-

dependently and averaged to calculate the article’s over-
all embedding. In this approach, equal weight is given to
each chunk and image embedding.

• A combined image embedding is computed by averaging
all the image embeddings corresponding to one article,
while each chunk embedding is considered individually.
We compute the article embedding by averaging the com-
bined image embedding and chunk embeddings, putting
more weight on the chunks and treating the images as
auxiliary source.

• We compute one combined embedding for images and an-
other for chunks by averaging within each modality. The
final article embedding is then calculated by averaging
these two modality-specific embeddings.
After extracting article embeddings in these three meth-

ods, articles are retrieved based on the cosine similarity be-
tween the query embedding and the calculated article em-
bedding.

Combining BM25 & CLIP-I This retrieval method relies
on the textual retrieval based on BM25 and image-based re-
trieval based on CLIP. As discussed in the BM25 retrieval,
we retrieve top-100 articles based on the BM25 score for
each query. Also, we retrieve the top-100 images based on
the cosine similarity scores of the image embeddings ex-
tracted using CLIP image encoder and query embedding
extracted using CLIP text encoder. After this retrieval stage
we aggregate the modality specific scores using the three
pooling mechanisms (Sum, Mean and Max). Finally, the
articles are re-ranked based on the aggregated scores.

Combining Contriever & CLIP-I Similar to BM25 and
CLIP, for this method we combine Contriever based textual
retrieval and CLIP based image retrieval and re-rank the ar-
ticles based on the aggregated scores.

ViLT Vision-and-Language Transformer (ViLT) [8]
stands out as an incredibly effective method for multimodal



Method Aggregation Strategy Recall@5 Recall@10 NDCG@10
BM25 - 42.4 52.0 45.2

Contriever - 26.2 35.4 29.5
Contriever-MSMARCO - 41.7 52.7 45.7

CLIP-I

Sum of scores 5.7 8.4 6.3
Mean of scores 4.5 6.8 5.2
Max of scores 5.4 7.7 6.2

Mean of embeddings 6.4 9.2 7.2

CLIP-T

Sum of scores 18.7 26.4 20.5
Mean of scores 15.3 22.6 17.4
Max of scores 19.2 25.8 21.1

Mean of embeddings 24.8 32.9 27.3

BLIP-I Mean of embeddings 0.1 0.3 1.2

BLIP-T Mean of embeddings 20.6 28.0 22.8

Table 2. Comparison of the performances of the retrieval pipelines using single source on the MIRACLE dataset.

Method Aggregation Strategy Images Chunks Recall@5 Recall@10 NDCG@10

CLIP-I + CLIP-T
Sum of scores - - 18.6 26.4 20.3
Mean of scores - - 11.4 16.8 13.2
Max of scores - - 19.2 25.8 21.1

CLIP-I + CLIP-T Mean of embeddings
all all 9.8 13.7 11.4

mean all 25.2 33.5 27.5
mean mean 10.6 15.4 11.7

CLIP-I + BM25
Sum of scores - - 42.7 52.4 45.5
Mean of scores - - 32.1 39.4 35.1
Max of scores - - 42.4 52.0 45.2

CLIP-I + Contriever
Sum of scores - - 23.2 34.1 27.1
Mean of scores - - 20.8 28.7 24.0
Max of scores - - 26.2 35.4 29.5

CLIP-I + Contriever-MSMARCO
Sum of scores - - 26.3 39.8 31.7
Mean of scores - - 30.7 38.6 34.6
Max of scores - - 41.7 52.7 45.7

ViLT Mean of embeddings - - 0.3 0.4 0.4

BLIP-M Mean of embeddings - - 4.8 7.1 9.1

BLIP-M
Sum of scores - - 6.0 9.4 6.9
Mean of scores - - 5.8 9.1 6.8
Max of scores - - 6.9 10.0 7.9

Table 3. Comparison of the performances of the retrieval pipelines using multiple sources on the MIRACLE dataset.

information retrieval due to its unique capability of seam-
lessly merging text and visual information. We first cre-
ate (chunk, image) pairs from the article by associating one
image to one chunk of the article. Then we use ViLT to
encode the pairs into multimodal embeddings. All of the
pairwise multimodal embeddings from one article are aver-
aged to generate the overall multimodal embedding of the
article. On the contrary, the queries are all textual but ViLT

encoding requires multimodal information. Hence, we in-
corporate a dummy blank images with the textual query to
extract pseudo-multimodal embedding of the queries. Co-
sine similarity score is calculated between a query embed-
ding and the article embeddings to retrieve top articles for
any given query.



BLIP Multimodal Encoder(BLIP-M) We explore a
multimodal setup that synergizes text and image data as-
sociated with the articles through the BLIP Multimodal En-
coder. Similar to ViLT based approach, we start with seg-
mentation of articles into discrete chunks, guided by the
presence of image identifiers. The text chunks are paired
with corresponding images, forming text-image pairs that
encapsulate the multimodal chunks of an article. These
pairs are then encoded using the BLIP Multimodal Encoder,
which is specifically designed to understand and integrate
the nuances of both textual and visual data within a uni-
fied embedding space. Retrieval is then performed based
on the cosine similarity between the query embeddings and
the multimodal embeddings of the text-image chunk pairs,
identifying the top-ranking pairs for each query. To ad-
dress the challenge of multiple pairs originating from the
same article, we adopt pooling mechanisms—Sum, Mean,
and Maximum—to aggregate the relevance scores of pairs
from individual articles. This aggregated score forms the
basis for a re-ranking process, allowing us to prioritize ar-
ticles that are most relevant to the query across both their
textual and visual components. Alternatively, to simplify
the retrieval mechanism and focus on a more holistic rep-
resentation of articles, we explore the consolidation of all
text-image pair embeddings for a given article into a single,
comprehensive article embedding. We then rank the arti-
cles based on the similarity of the query embeddings with
the overall multimodal article embeddings.

5. Experimental Results
5.1. Evaluation Metrics

To assess the performance of retrieval models, we utilize
the Recall@k metric, which measures the recall rate of the
top-k retrieved items. In this study, we set k to 5, and 10.
Mathematically, Recall@k is defined as follows:

Recall@k =
1

|Q|

|Q|∑
m=1

∑k
n=1 rel(m,n)∑
n rel(m,n)

(1)

where |Q| is the total number of queries, and rel(m,n) in-
dicates the relevance score of the n-th article with the m-th
query.

We also employ Normalized Discounted Cumulative
Gain (NDCG). NDCG is particularly valuable in scenarios
where the position of an item in the result list is significant.
The computation of NDCG for a set of queries is as follows:

NDCG =
1

|Q|

|Q|∑
m=1

DCG(m)

IDCG(m)
(2)

where |Q| represents the total number of queries, and for
each query qm, the Discounted Cumulative Gain (DCG) is

Method MIRACLE (ours) EDIS WebQA
BM25 42.4 18.0 -
CLIP 6.4 36.0 32.1

Table 4. Compare BM25 and CLIP baselines on our datasets and
others using metric Recall@5. CLIP achieves the worse perfor-
mance indicates its limited zero-shot performance on image style-
shifting datasets.

calculated by:

DCG(m) =

P∑
n=1

2rel(m,n) − 1

log2(1 + n)
(3)

Here, rel(m,n) denotes the relevance score of the n-th
item in the result list for query qm, and P is the number of
positions to consider.

5.2. Effectiveness of Popular Retrieval Methods on
MIRACLE

Table 2, presents a quantitative comparison among various
retrieval pipelines that use either text or image to retrieve
the top articles. Notably, the BM25 method outperforms
other baselines achieving Recall@5 of 42.4, Recall@10 of
52.0 and NDCG@10 of 45.2. While Contriever performs
slightly lower than BM25, it still demonstrates reasonable
recall and NDCG. On the other hand, CLIP and BLIP based
methods, including CLIP-I, CLIP-T, BLIP-I and BLIP-T,
exhibit lower scores than BM25 and Contriever. Particu-
larly, CLIP-I and BLIP-I performs significantly worse than
BM25, Contriever, CLIP-T and BLIP-T, indicating that re-
lying solely on image-based retrieval on this task doesn’t
performs worse than text-based retrievals. One potential
reason for this is that, the images in the articles are not al-
ways directly relevant to the query rather they complement
the chunks of texts in the articles. In 3, we present two rep-
resentative cases from the dataset. In the first example, the
query talks about speaker and the images do not directly
contain speaker but some tools that can be used to build
one. In the second example, we observe a few generic im-
age that do not correspond with the query without additional
context. Additionally, we found that using embedding ag-
gregation method performs significantly better than all three
score aggregation methods for CLIP-based retrievals.

Table 3 presents results for retrieval pipelines that lever-
age both textual and visual information. ViLT demonstrates
very poor recall and NDCG scores compared to other meth-
ods. We observe that a particular set of articles are always
retrieved as top articles for all the queries which results in
a lower score. Since we have used dummy blank image
to make the queries multimodal, the retrieval method al-
ways retrieves articles with no or less number of images



Figure 3. The images associated with articles do not always contain entities corresponding to the query.

regardless of the query. When we explore multimodal re-
trieval by combining CLIP-I and CLIP-T, intriguing results
emerge. Sum and mean score-aggregation based retrieval
methods perform worse compared to corresponding score-
aggregation based CLIP-T alone and max score-aggregation
retrieval performance is same for CLIP-T alone and combi-
nation of CLIP-I and CLIP-T. The reason behind this is that
the retrieval score for top chunks are always higher than
the retrieval scores of top images. Hence the maximum
score for any article always comes from a chunk. In con-
trast, when employing embedding-based aggregation (aver-
aging combined image embeddings with all chunk embed-
dings), we observe a performance boost in all three met-
rics compared to embedding-aggregation based CLIP-T re-
trieval. This indicates that images indeed contain valuable
complementary information to enhance performance, but
the method of utilization and weighting is crucial.

When we combine CLIP-I with BM25, we see a per-
formance boost with a summation-based scoring aggrega-
tion strategy, while other aggregation methods result in de-
creased performance. This also suggests that image infor-
mation can be useful when utilized appropriately. However,
when combining CLIP-I with Contriever, we do not observe
any performance gain. All the BLIP-M retrieval variants
perform worse than CLIP variants.

In summary, our experiments indicate that images con-
tain valuable supplementary information that can enhance
retrieval, especially in multi-modal contexts, compared to
text-only retrieval methods. The key lies in the proper
utilization of images, with embedding-based aggregation
proving to be particularly effective in improving perfor-
mance.

5.3. Comparing Baselines on MIRACLE with other
datasets

Since EDIS is an entity-centric benchmark where the en-
tity is not mention in the question, it is not surprising that
BM25 performs poorly on such kind of information seek-
ing settings. On the other hand, BM25 can be usually good
when the entity is mentioned in the question [13, 22]. This
showcase that our dataset is a complementary with the exist-
ing benchmark. When using CLIP, the performance on our
dataset is much worse compared to the other two datasets.
The possible reason behind this discrepancy is that the style
of the images in our dataset is very different compared to the
pre-training datasets of the CLIP models, while the other
two datsets images are from the same domain as the pre-
training domain. This indicates that while many work have
showcased that the CLIP generalize well on many tasks,
such great performance only hold in the same style of im-
ages. Our experiments show that CLIP is not sufficient
when the style of image is different.

6. Conclusion

The paper presents MIRACLE, a novel benchmark for mul-
timodal image-text retrieval and analysis, focusing on long-
form evaluation. This benchmark is unique in its integration
of multiple images within long textual narratives, posing
significant challenges for retrieval systems. The study eval-
uates zero-shot retrieval performance of the state-of-the-
art models using MIRACLE, revealing the need for more
advanced models and finetuning tailored to the demands
of long-context and domain shifting. Findings underscore
MIRACLE’s potential to drive progress in the field by push-
ing the boundaries of current multimodal retrieval systems.



Limitations

The study’s methodology and dataset, primarily based on
the MIRACLE benchmark from a single platform and
English-language content, establish a solid base for mul-
timodal retrieval. However, they also indicate the po-
tential benefits of including diverse languages and plat-
forms for broader applicability. The zero-shot approach
used provides a baseline for model performance, high-
lighting the untapped potential of methodologies like
fine-tuning for enhanced effectiveness. These insights
guide future research towards enriching the field of mul-
timodal retrieval in more varied and complex scenar-
ios.
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