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Abstract

We present a benchmark for visual understanding
in multi-modal language models (MLLMs). A common
failure mode of state-of-the-art MLLMs is that they fo-
cus on global, texture based features and fail to fully
utilize local information in an image. As a result, they
perform poorly on tasks that require fine-grained visual
information. There has been a revived interest in mod-
els that wutilize local information, specifically in tasks
such as visual search. However, these models utilize
only local information and do not incorporate global im-
age context. In this work, we propose to use mathemat-
ical plot analysis to test the ability of MLLMs to utilize
both local and global information for visual understand-
ing. Our benchmark is designed to be straightforward
for humans to solve, while requiring a combination of
local and global understanding that is challenging for
existing MLLMs. We also present an evaluation show-
ing that state of the art MLLMs fall behind human per-
formance by a very large margin.

1. Introduction

Our ability to solve difficult computer vision tasks has
progressed rapidly in recent years thanks to the ad-
vent of foundation models, that combine vision with
language and are pre-trained on a large amount of la-
beled data [10]. However, despite the impressive recent
progress, existing vision-language models have surpris-
ingly many failure modes that let them still remain far
behind human visual capabilities on a wide variety of
visual inference tasks [5, 16, 19, 20].

A particular failure mode is their inability to prop-
erly utilize fine-grained, local information during infer-
ence. This can can be traced back to common pre-
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training objectives (such as captioning), which instills
in a model the ability to aggregate global texture infor-
mation at the cost of more local information. Equip-
ping vision models with local information extraction
and search capabilities has been subject of revived re-
cent interest [22] but it remains a largely open problem.

The most impressive showcase of the human abil-
ity to flexibly search for and then combine local vi-
sual information is the task of understanding diagrams
and plots. These are detail-rich human-made artifacts,
conveying complex, and often nuanced, numerical or
symbolic information, directly via the visual system.
The task of understanding plots often relies, by design,
on a sophisticated interplay between detection of local
cues on the one hand, such as axes, legends, intersec-
tion points, etc., and the methodological aggregation
of those cues into a coherent inference.

To evaluate the ability of MLLMs to reason on mo-
saics of mathematical imagery, we introduce a new
benchmark: MathSearch, containing over 2200 image-
question pairs. While the benchmark is highly chal-
lenging for current vision-language models, the skills
it tests for are foundational capabilities in understand-
ing diagrams, as evident by much stronger human per-
formance on the benchmark. Our tasks on plot un-
derstanding require step-by-step aggregation of local
visual information, and it is reminiscent of the ag-
gregation of symbolic information in textual reasoning
tasks, commonly referred to as “rationales”, or “chains
of thought” [21].

2. Related Work
2.1. Vision-Language Benchmarks

There has been a barrage of vision benchmarks pro-
posed for evaluating large scale multi-modal language
models [4, 8, 11, 23] which evaluate the models’ abil-
ity to reason and carry out general visual tasks in the
real world. However, most of these tasks only require
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Question: How many zeros does the function T have?
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Question: List all the points of discontinuity in the top-right sub plot.

Figure 1. Our benchmark tests both local and global reasoning capabilities of multi-modal language models. Left: To
answer the question the model needs to follow the visual chain of 1. focusing on the legend box and identifying the function
T 2. finding y = 0 on the y-axis and 3. then follow the imaginary y = 0 line to find the intersecting points on the
corresponding curve, and finally, 4. find the corresponding x-values. Right: Similarly, the model needs to 1. find the
correct subplot, 2. follow the curve closely and recognize “breaks”, 3. find the corresponding values on the x-axis.

a coarse or global understanding of the image. Some
of the works, such as [22], show that SOTA models on
these benchmarks are unable to locate simple objects
in the scene. At the same time, [5, 19] also show that
existing models struggle with fine-grained features in
the image. In this work, we present a benchmark that
evaluates the models along both these axes and argue
that mathematical plot understanding is well-suited for
this type of evaluation. There has been some work
on understanding plots [13, 15], which mostly requires
OCR abilities for reading values from the figures and
diagrams whereas [7, 12] require a deep mathemati-
cal understanding. In contrast, our benchmark focuses
on visual understanding and only requires grade-school
level mathematical understanding. [6] are the closest
to our work however, they mostly focus on chart un-
derstanding, whereas we are more interested in visual
understanding in MLLMs. We also show that even af-
ter being trained extensively for chart understanding
tasks, ChartLlama [6] fails to perform on our bench-
mark.

2.2. Multi-Modal Language Models

Multi-modal language models [1, 3, 10] are usually built
by combining pre-trained language models and large
scale vision encoders like CLIP [17, 18] using some form
of adapter layers [2, 10]. [10] have previously shown
the importance of quality of data for fine-tuning these
models. These models have been used to enable many

applications, including chart and plot understanding
[6, 9, 14]. However, despite training on very relevant
data, we show that these models still fail on our bench-
mark which requires extra visual capabilities that do
not emerge from just training on larger or cleaner data.

3. Benchmark

We generate plots by plotting randomly sampled func-
tions from a set of 10 standard parameterized func-
tions. We randomly sample the parameters of the func-
tion from a set range for each function. The function
is then plotted using a standard plotting library. We
categorize our plots into single plots (one plot and one
function), multi-function plots (one plot and multiple
functions), and multi-plots (multiple plots and multiple
functions). Example plots are shown in Fig. 2. We also
define 84 different types of question associated with the
plots, ranging from simple function value lookups to
counting roots of a function.

3.1. Dataset

Here we describe our dataset construction process. We
first construct a set of 10 standard mathematical func-
tions and generated variety of plots as shown in Fig-
ure 2. Our dataset is arranged across 3 different set-
tings: single-function, multi-function, multi-plot. For
single-function, we select one function at random which
is then drawn on a plot. For multi-function plots, we
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Figure 2. Diversity of plots in our data. Top: Each (sub)plot can contain up to 4 functions. Middle: The functions can
be plotted in up to 9 subplots. Bottom left: Plots containing same number of sub-plots but diverse layouts. Bottom

right: Variations in size, count, rotation of ticks.

Table 1. Data statistics. g¢-len denotes the length of ques-
tion, #func represent the number of functions on a single
plot, #plots denotes the number of subplots on a single fig-
ure and #ex denotes the number of examples in the split.

Stat Sin-Fn  Multi-Fn  Multi-P1  Avg.
Avg. g-len 47.51 51.03 70.83 56.45
Avg. #func 1.00 3.03 7.71 391
Avg. #plots 1.00 1.00 5.52 2,50
Train #ex 39.9k 80k 80k 67k

sample between 2-4 functions and plot them on the
same plot. For the multi-plot setting, we first randomly
sample between 2-9 subplots and for each subplot, we
either treat it as a single plot or as a multi-function
plot. We systematically vary all the aspects of plot-
ting, including the layouts, line-styles, colors, margins,
etc., and retain the meta-data for question construc-
tion. All plots have a resolution of 800 x 600. Some
statistics of the dataset are shown in Table 1.

For question construction, we first hand-design a set
of 84 different templated questions which range from
simple function value lookup to more complicated ref-
erential questions like gradient comparison of functions
at different points across different subplots. We also
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Figure 3. Breakdown of number of questions in each plot-
type in the benchmark.

show the total number of questions in each of the splits
in the benchmark in Figure 3.

In contrast to the prevailing setup of using multi-
ple choice as answers, we keep our answers in free-form
text. This constrains the language model to predict
precise answer values which requires precise lookup of
information in the plots. In Figure 4 we show the dif-
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Figure 4. Breakdown of answer types in our benchmark.

ferent forms that answer values can take. As noted
earlier, we design the data and questions such that it
is not possible to solve them using just OCR. This al-
lows us to truly test the visual reasoning capabilities
of the model.

We generate a test-set containing 2,204 plot-
question pairs which forms our benchmark. We then
also generate a training set of 200k plot-question pairs
for fine-tuning purposes. The datasets will be avail-
able at https://qualcomm.com/developer/software/ai-
datasets.

4. Experiments
4.1. Metrics

Our benchmark tasks MLLMs to collect information
present in a small regions of the figure in the form of
subplots, its axes and labels, etc,. As inferring the final
answer based on imprecise information can be challeng-
ing, for comparing floats and integers, we use a relaxed
evaluation criterion, by regarding the final answer as a
success if it falls within 20% of the ground truth an-
swer, similar to [15]. For answers containing strings,
we consider semantically similar words, for example,
“False” or “0” for ground truth: “No” to be correct.

4.2. User study

To establish a benchmark of how difficult it is for hu-
mans to perform on our dataset, we conduct a user
study. We sub-sample a smaller test set of 310 ques-
tions called test-mini and get 10 different users to solve
the questions. We report the relaxed accuracy similar
to other baselines in Table 2. We can see the humans
perform reasonably well by achieving an aggregate of
71.11%. We also see a clear decline in human perfor-
mance with increasing difficulty of plots as it is much
difficult to look up information in multi-plot and multi-
function settings compared to single-plot setting.

Table 2. Baseline results. As we can see, existing MLLMs
struggle to perform well on our dataset. Sin-Fn denotes
the Single-function category of plots, Multi-Fn represents
the Multi-function, and Multi-Pl represents the Multi-plot
category. T denotes the baseline was evaluated on test-mini.

Model Sin-Fn ~ Multi-Fn =~ Multi-P1 Avg.
Humany 75.45 74.78 67.49 T71.11
LLava [10] 12.89 8.46 9.36 9.64
Qwen-VL [3] 13.44 10.70 12.05 11.85
ChartLlama [6]  19.33 13.96 8.61 11.99
GPT-4V [1]} 34.00 13.00 32.73 26.57
4.3. Results

We evaluate GPT-4V [1]*, Qwen-VL [3], Llava [10]
and ChartLlama [6] on our benchmark. We use pre-
trained versions of the all these baselines. We use the
prompts shown in Appendix 1.1 for each of the model.
For benchmarking human and GPT-4v performance,
we utilize test-mini containing 310 examples and for
rest of the models, we use the full test set contain-
ing 2204 examples. As we can see from Table 2, all
the models struggle on our dataset, including ChartL-
lama [6] which is trained on highly relevant large-scale
dataset of mathematical charts. This might be due to
the fact that ChartLlama [6] dataset mostly consists of
questions that can solved by using OCR capabilities to
convert the image into a table and looking up answers
in it. Since, our data requires more complicated visual
reasoning, ChartLlama [6] struggles to perform well.
GPT-4V unsurprisingly performs the best among the
baselines. Even though GPT-4V is the leading MLLM
on a range of visual reasoning tasks [1] it only achieves
26.57% (compared to a reasonable 71.11% achieved by
the humans) on our benchmark showing that complex
visual reasoning required by our benchmark does not
emerge from training on large amounts of internet data
and captioning-like tasks. We also provide fine-tuning
and scaling training data results in Appendix 1.4.

5. Conclusion

We present a new benchmark to evaluate the ability of
MLLMs to find and aggregate the right set of visual
cues for reasoning over mathematical plots. We show
that traditional approaches of scaling training data or
aggregating cleaner data are not enough for achieving
strong performance on the benchmark, although the
tasks are not very challenging for humans.

*GPT-4V was accessed via Copilot and evaluated under Pre-
cise mode.
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